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Spatiotemporal Smoothing as a Basis for Facial
Tissue Tracking in Thermal Imaging

Yan Zhou, Panagiotis Tsiamyrtzis, Peggy Lindner, Ilya Timofeyev, and Ioannis Pavlidis∗, Senior Member, IEEE

Abstract—Accurate tracking of facial tissue in thermal infrared
imaging is challenging because it is affected not only by positional
but also physiological (functional) changes. This paper presents a
particle filter tracker driven by a probabilistic template function
with both spatial and temporal smoothing components, which is ca-
pable of adapting to abrupt positional and physiological changes.
The method was tested on tracking facial regions of subjects un-
der varying physiological and environmental conditions in 25 ther-
mal clips. It demonstrated robustness and accuracy, outperforming
other strategies. This new method promises improved performance
in a number of biomedical applications that involve physiological
measurements on the face, such as unobtrusive sleep and stress
studies.

Index Terms—Facial tracking, matte, sleep studies, stress
studies, thermal imaging.

I. INTRODUCTION

IN the last few years, facial tracking in the thermal infrared
spectrum received increasing attention. Initially, applications

in surveillance and face recognition were the driving force,
where thermal imaging has the distinct advantage of being
insensitive to lighting conditions [1] [2]. Later, physiological
variables, such as vital signs, proved measurable in this modal-
ity [3]–[6], which gave rise to applications in human–computer
interaction (HCI) [7], medicine [8], and psychology [9]. The
degree of success of such measurements depends on a tracking
method that can reliably follow the tissue of interest over time.
For example, in sleep studies, if the tracker momentarily loses
the nasal region of interest (ROI), the generated breathing sig-
nal is far from accurate (see Fig. 1), which affects the ensuing
analysis. Thus, the specification of a facial tracker in thermal
infrared needs to be quite stringent.
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Fig. 1. Tracker generated compared with ground-truth breathing signal.
(a) Initial frame with the rectangular ROI centered on the nostrils. (b) and
(d) When the tracker works well, the generated breathing signal is good. (c)
When the tracker loses the ROI, the generated breathing signal is inaccurate.

The proposed method uses a particle-filter tracker, which is
driven by a template-based objective function. The choice has
to do with the peculiarities of thermal imaging and the needs of
the targeted applications. Tracking based on shape models [10]
is not very appealing in facial thermal imaging, because the
modality images function rather than structure.

To give an example, consider the case of tracking nasal tis-
sue in thermal infrared imagery for the purpose of computing
breathing function. Under normal conditions, the nose is colder
than the surrounding tissue due to convection from nasal air
flow. This translates to a characteristic thermal shape similar to
the one appearing in visual (structural) images. At some point,
an irritant reaches the subject’s nasal cavity, there is an allergic
reaction that blocks air flow in the nostrils and breathing con-
tinues mainly through the mouth. Because air flow is severely
curtailed, the temperature over the nasal tissue rises and the nose
blends with the surrounding tissue in the imagery. The nose’s
functionality has dramatically changed and so its characteristic
shape (see Fig. 2). In such cases where stochastic physiological
changes affect thermal emission, a shape model tracker may
encounter significant difficulties.

Note that spatial resolution in thermal imagery is typically
lower than that in visual imagery (640 × 512 pixels in our case).
Edges in thermal imagery are fuzzy due to diffusion, compli-
cating matters further. None of these factors is conducive to
shape-based tracking. Finally, many of the targeted applica-
tions are in medicine and HCI. This necessitates a computa-
tionally “light” tracker for real-time performance. For example,
if the nasal tracking and signal extraction method were not
real time, then it would be impossible for a medical technician
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(a) (b)

Fig. 2. (a) Thermal image of a subject with normal breathing function. The
nasal area is at a contrast with the surrounding tissue. (b) Thermal image of the
same subject a few minutes later, when his breathing function is impaired by an
irritant. Notice the blending of the nasal area with the neighboring tissue.

to optimize the continuous positive airway pressure in a sleep
intervention [11].

Although trackers based on shape models are not appropriate
for the problem at hand, tracking methods based on statistical
filtering, such as Kalman or particle filters, are quite appeal-
ing. In particular, we chose to proceed with particle filtering
because in the context of sleep and stress studies of interest, the
subjects exhibit infrequent and abrupt turns of the head, which
are highly nonlinear. Indeed, particle filtering is not only a gen-
eral mechanism free of explicit modeling, but it can also handle
nonlinear motion in the predict-update loop. We opted to im-
plement the update operation in the predict-update loop through
a probabilistic template algorithm. We will demonstrate that
this combination of particle filtering with a probabilistic tem-
plate produces a fast, flexible, and accurate tracker, fulfilling the
specifications of the application domain.

A. Previous Work

The literature on templates and particle filter tracking is vast
and well known. This section focuses on a few representative
methods, some of which have been used as comparative yard-
sticks in the experimental part. It is by no means an exhaustive
literature account.

In the visual imaging domain, Matthews and Ishikawa [12]
developed a drift correction algorithm by computing principal
components of previous image ROIs. This method prevented
tracker drifts but at a high computational cost, prohibiting real-
time applications.

Also in the visual imaging domain, Jepson et al. [13] proposed
a statistical appearance model that weighted heavily pixels with
stable behavior. This model served as the template and worked
well when the subject’s facial visual appearance exhibited small
variations. It failed, however, when the subject’s face exhibited
large appearance changes providing very few stable pixels. A
different version of appearance modeling paired with particle
filter tracking is described in [14].

In general, appearance modeling is a powerful template mech-
anism but has two weak points: it does not cope well with
sudden change and saturates after a long tracking period (needs
restarting). Both are problematic in the context of thermal fa-

cial imaging because 1) physiology can produce abrupt changes
(e.g., perspiration) and so does head motion. 2) Sleep and stress
studies (which are the applications of interest) sometimes last
hours.

In the thermal imaging domain, Eveland et al. [1] proposed
a particle filter facial tracking algorithm driven by a Bayesian
formula. The method required training for forming the likeli-
hood distributions. Dowdall et al. [15] proposed a network of
particle filter trackers driven by static template functions. This
was an extremely rigid assumption, which was ameliorated by
the multitracker composition. In other words, most often than
not, one or two tracking regions in the tracking network re-
mained relatively stable and provided the necessary support to
keep the network tracker on target. In a later incarnation [16],
this “network tracker” adopted a dynamic template scheme by
computing successive differences of intensity, pixelwise. Each
template pixel was updated or not, based on whether the re-
spective difference exceeded or not a predetermined threshold.
The threshold was set to the maximum plausible physiological
difference. Such a zero-one approach (i.e., either do not or do
update a pixel) could not handle well certain changes because it
was either overcommitting or undercommitting, depending on
the magnitude of its guiding threshold. It was also plagued by
the drifting problem, due to its deterministic nature.

This paper describes a particle filter tracking method driven
by a novel probabilistic template mechanism. This mechanism
is based in part on a fuzzy mask (Matte) [17], which was orig-
inally developed for segmentation purposes. To the best of our
knowledge, it is the first time that it is adopted for tracking
purposes. The strong point of Matte for the problem at hand is
that is based on pixel dependence (spatial smoothness). Indeed,
there is spatial smoothness in thermophysiological imagery of
the face. Muscular areas are relatively homogeneous and so are
vascular areas. This is in contrast to the pixel independence as-
sumption of appearance modeling, which is not realistic here.
We have also introduced a temporal smoothness assumption,
by modifying the Matte formula accordingly. This assumption
holds true for appropriately small time windows and reduces
oscillation.

The rest of this paper is organized as follows: Section II de-
scribes the methodology. In Section III, the experimental results
demonstrate the relative advantage of the method with respect
to other plausible approaches. Finally, Section IV concludes
this paper. An early, short version of this paper appeared in the
2009 proceedings of the International Conference on Medical
Image Computing and Computer Assisted Intervention (MIC-
CAI 2009) [18]. This paper provides a thorough description of
the methodology and reports results on a much larger and more
diverse dataset with respect to [18].

II. METHODOLOGY

We use particle filtering to track the ROI’s position in the cur-
rent frame, based on template matching. We denote the motion
state of the tracker at time t byXt and its observations byZt . The
state of the tracker consists of three variables Xt = (xt, yt , θt),
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where xt and yt are the spatial coordinates of the ROI’s centroid
and θt is the ROI’s rotation angle. The observation Zt refers to
the pixels in the current frame. The particle filter tracker uses
N = 100 particles (candidate ROIs) in a single iteration per
frame. We resample particles for each frame according to

Xt = Xt−1 + Vt (1)

where Vt is a 2-D independent and identically distributed Gaus-
sian noise process. The mean of Vt is zero and the variance is
one of the parameters that can be adjusted to ensure an efficient
filter performance.

The particle filter algorithm approximates the posterior dis-
tribution p(Xt |Z1:t) via a set of weighted particles Ωt =
{Yr

t ,ω
r
t }N

r=1 , where
∑N

r=1 ωr
t = 1; the particles Yr

t are
weighted with respect to p(Xt |Z1:t). The posterior distribution
p(Xt |Z1:t) involves the entire time history of observations Z1:t ,
which is computationally expensive. For this reason, we use in-
stead the posterior distribution p(Xt |Zt) that depends on the
most recent observation only. Then, the maximum a posteriori
(MAP) estimate to determine the state of the tracker becomes

X̂t = arg max
Y r

t

p(Yr
t |Zt), where p(Yr

t |Zt) = ωr
t . (2)

More specifically, the weight values are proportional to the cor-
relation coefficients between the template Tt−1 and the corre-
sponding candidate ROIs F r

t

ωr
t ∝

∑
i (Tt−1 [i] − μ(Tt−1)) (F r

t [i] − μ(F r
t ))

σ(Tt−1)σ(F r
t )

(3)

where μ(Tt−1) and μ(F r
t ) are the means of Tt−1 and F r

t ,
respectively; σ(Tt−1) and σ(F r

t ) denote the standard deviations
of Tt−1 and F r

t , respectively; and, the index i denotes the ith
pixel in the r candidate ROI (particle) or in the existing template.

The MAP estimate selects the current ROI Fm
t from the

candidate ROIs F r
t (r = 1, . . . , 100). For notational simplicity,

we will denote the current ROI as F t from this point onward.
Following the selection of the current ROI [see Fig. 3(a)], the
computations for the time step t complete with the updating of
the template [see Fig. 3(b)].

The template updating strategy aims 1) to update pixels that
exhibit significant intensity variations, in order to adapt to phys-
iological and orientation changes; and 2) to preserve pixels with
insignificant intensity alterations, in order to prevent drifting.
The former pixels constitute the unstable, while the latter pix-
els the stable category. At each time step t, the key issue is to
determine the degree of updating for each pixel in the template.
To model this process, we assume that the pixel intensity is a
convex combination of a stable and an unstable map

F t [i] = αt [i]St [i] + (1 − αt [i])Ut [i] (4)

where F t [i] is the intensity of the ith pixel in the ROI under
consideration and αi

t is the mask value of the ith pixel that
determines the updating ratio; St and Ut denote the stable and
unstable maps, respectively. The parameters on the right-hand
side of (4) are unknown and the goal is to solve for αt [i].

Fig. 3. Illustration of algorithmic flow. (a) First, the likely current ROI is
selected based on a MAP estimate (particle filtering). (b) Then, the template
is updated based on the formation of a Matte from stable/unstable seeds, the
previous template, and the MAP ROI estimate. The updated template is used in
the next time step.

To this end, a mask matrix αt is constructed with the follow-
ing properties.

1) It has the same size as the template. This one-to-one cor-
respondence between the template and the mask is used
to identify which template pixels need to be updated.

2) Each entry in the mask matrix is a number in the range
[0, 1] indicating the probability that the corresponding
pixel is stable. The larger the probability is, the less the
pixel needs to be updated. The most stable and the most
unstable pixels in the Matte provide the seed values, which
initialize the current Matte computation.

3) The mask takes into account spatial information (i.e.,
changes occur in regions and not in isolated pixels), pro-
viding a smooth outcome on the image plane.

4) The mask also takes into account temporal information
(i.e., changes occur in finite time windows), providing a
smooth outcome along the time line.

The user manually inputs the initial template in the first frame,
by selecting a rectangular ROI with the mouse. Next, for each in-
coming frame, the method automatically performs the template
updating according to the following steps (see Fig. 3).

Step 1: Extraction of stable and unstable seeds.
Step 2: Computation of the spatiotemporal Matte (STM).
Step 3: Update of the template.
The thus formed template correlates with candidate ROIs in

the next time step to form the weights in the particle filtering
process [see (3)].
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A. Extraction of Stable and Unstable Seeds

Initially, the method selects the most stable and unstable pix-
els in the ROI under consideration. These pixels constitute the
seeds for the Matte computation step. The criteria for extracting
maximally stable and unstable pixels are met when pixelwise
intensity differences of the current frame from the template ex-
ceed predetermined thresholds. Thus, if we denote by F t [i] the
ROI’s ith pixel intensity at the current frame t and by Tt−1 [i]
the template’s ith pixel intensity at the previous frame t − 1,
then pixel i is

stable if |F t [i] − Tt−1 [i]| < λ1

unstable if |F t [i] − Tt−1 [i]| > λ2 (5)

where, λ1 < λ2 are predetermined thresholds that delineate the
fuzzy range of physiologically plausible temperature differ-
ences. Values to the left of this range are certainly noise, while
to the right are manifestations of strong physiological or other
change. There is relative flexibility in the choice of λ1 and λ2
values, an issue that is thoroughly investigated in Section III-D.

The Matte values are set to 0 or 1 at the locations of extremely
unstable or stable pixels (seeds), respectively. Initially, only the
seed entries are known in the Matte; the next section describes
how the method estimates nonseed entries.

B. Computation of the STM

Equation (4) is similar to the one appearing in [17] and
various methods to solve for αi

t have been proposed in [17],
and [19]–[21]. There are three unknowns on the right-hand
side of (4) and additional minimization constraints need to be
introduced to solve for the parameters αt [i],St [i], and Ut [i].
In [17], the authors introduce the parameters a[i] = 1/(S[i] −
U[i]),b[i] = U[i]/(S[i] − U[i]); then, solve for α[i],a[i], and
b[i] by minimizing the cost function

JS (α,a,b)=
∑

i∈F

⎛

⎝
∑

j∈w i

(α[j] − a[i]F [j] − b[i])2 + εa[i]2

⎞

⎠ .

(6)
It is demonstrated in [17] that the minimization problem with
respect to a and b can be solved explicitly, i.e., optimal a and
b can be obtained explicitly in terms of α. Therefore, the min-
imization problem can be recast as a quadratic programming
problem in terms of α alone.

In this paper, we formulate the cost function as

JT (αt ,at ,bt) =
∑

i∈F t

[
∑

j∈w i
t

(

(αt [j] − at [i]F t [j]

− bt [i])2 + εat [i]
2
)

+ (αt [i] − αt−1 [i])2

]

(7)

where, at [i] = 1/(St [i] − Ut [i]) and bt [i] = Ut [i]/(St [i] −
Ut [i]); wi

t is a small image window (usually 3 × 3) centered
at pixel i. at [i] and bt [i] are related to αt [j] by (4); and, ε is
a small constant used for numerical stability. The first part of

the cost function is identical to the cost function JS introduced
in [17]. The term (αt [i] − αt−1 [i])2 is the temporal smoothing
term. By adding this term, the original segmentation method of
a single image is able to accommodate a sequence of images
with temporal consistency.

The goal is to solve for αt ,at , and bt minimizing the cost
function JT (αt ,at ,bt)

α̂t = arg min
αt ,at ,b t

JT (αt ,at ,bt). (8)

The minimization problem with respect to at and bt is similar
to the discussion in [17] and, thus, at and bt can be obtained
explicitly in terms of αt . Therefore, (8) can be recast as a
quadratic optimization problem with respect to αt alone

α̂t = arg min
αt

(
αT

t Ltαt + (αt − αt−1)T (αt − αt−1)
)

(9)

where αt is a M × 1 vector (M is the number of pixels in the
current ROI) and Lt is a M × M matting Laplacian matrix with
its (i, j)th element given by

∑

k |(i,j )∈w k
t

(

δ[i, j] − 1
|wk

t |

(

1 +
(F t [i] − μk )(F t [j] − μk )

ε
|w k

t |
+ σ2

k

))

.

Here, δ[i, j] is the Kronecker delta, μk and σ2
k are the mean and

variance of the intensities in the window wk
t centered at pixel

k, respectively, and |wk
t | is the number of pixels in this win-

dow. The (i, j)th element of matrix Lt measures the similarity
between pixels i and j.

The αt value for the stable and unstable seeds is 1 and 0,
respectively. Given the seed values at time t and the Matte values
αt−1 at the previous time step, the cost function (9) becomes

α̂t = arg min
αt

(
αT

t Ltαt + M(αt − bt)T Dt(αt − dt)

+ (αt − αt−1)T (αt − αt−1)
)

(10)

where M is some large number, Dt is a diagonal matrix whose
diagonal elements are 1 for the seeds, and 0 for all other pixels.
dt is the vector containing the prespecified αt values for the
seeds, and 0 for all other pixels. Since the aforementioned func-
tion is quadratic in αt , the global minimum α̂t can be found
by differentiating (10) and setting the derivatives to zero. This
amounts to solving the following sparse linear system:

[
(Lt + MDt)

Iαt−1

]

αt =
[ Mdt

αt−1

]

(11)

where I is the identity matrix and αt−1 is the α values at time
t − 1. We used bandwidth sparse matrix storage format and
iterative generalized minimal residual method linear equation
solver to solve the equation. The solution of (11) provides values
in [0, 1], where each value indicates the stability probability of
the corresponding pixel in the template.

C. Update of the Template

The more unstable the pixels are, the more aggressive updat-
ing they need. The estimated Matte values indicate the necessary
degree of updating for each pixel. More precisely, the pixel of
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the updated template, at time t, will arise as a weighted sum
of the previous template Tt−1 [i], and the ROI pixel F t [i] from
the current frame; the weight αt [i] is the Matte value (note that
we have dropped the ˆ that denotes optimality, for notational
simplicity)

Tt [i] = αt [i]Tt−1 [i] + (1 − αt [i])F t [i]. (12)

We can deduce from (12) that for a stable seed, the template
value will not change (since αt [i] = 1), while for an unstable
seed, the template value will update to the corresponding pixel
in the current ROI (since αt [i] = 0). Given the computed Matte,
the new template will not only update the unstable seeds and
reserve the stable seeds, but will also proportionally update their
surrounding pixels based on the Matte values.

The new template resembles the newest version of the sub-
ject’s regional appearance, so that it stays relevant and repre-
sentative. At the same time, it reserves the stable pixels of the
previous template preventing the tracker from drifting.

III. EXPERIMENTAL DESIGN, RESULTS, AND ANALYSIS

For the purpose of testing the STM template update method
in the context of particle filter tracking, we used 25 thermal clips
from 24 subjects. The clips were generated as part of sleep stud-
ies (subjects identified as Sxx and Lxx) [8], a stress study related
to mock-crime interrogation (subjects identified as DxxxIS ) [9],
and a stress study related to inanimate laparoscopic surgical
training (subjects identified as DxxxSS ), as per the approval of
the appropriate institutional review boards. The set included
clips that had at minimum ∼6500 and at maximum ∼49500
frames. At the recoding speed of 30 frames/s, these clips ranged
from ∼3.5 to ∼27.5 min in duration. From each thermal clip,
challenging segments that featured significant positional and/or
physiological change were selected for facial tracking; in some
cases, these segments were as long as ∼8000 frames (∼5 min).
The targeted facial areas included the nostrils, where vital phys-
iological function is resident, or the periorbital, supraorbital, or
maxillary regions where sympathetic activation is manifested.

The STM particle filter tracker was compared with the on-
line appearance model (OAM) tracker reported in [13] and the
zero-one particle filter tracker reported in [16]. The trackers op-
timized three state variables, which served as ROI descriptors.
These were (x, y) for translation and φ for rotation on the im-
age plane. The templates in all three trackers were formed out of
normalized thermal values. All three tracking methods achieved
real-time (>25 frames/s) performance on a PentiumIV 4-core
computer, with 4 GB memory. A short commentary about each
method and the rationale for its inclusion in the benchmarking
set is given in the following.

1) STM method: This is the method proposed in this paper
that combines the agility of the particle filter framework
with the sophistication of a spatiotemporal smoothing tem-
plate.

2) OAM method: This is an advanced template method ap-
plied in visual facial tracking [13]. Thus, it can serve as a
representative of noteworthy approaches from the relevant
visual imaging literature. The method’s statistical tem-

plate is formulated as a mixture of three components [13],
namely a stable component (S), a wandering component
(W ), and an outlier (L) component. The stable component
captures the portion that is stable over time. It follows a
normal distribution, the mean and variance of which are
updated at every time step. The wandering component rep-
resents sudden appearance change. The outlier component
is for short time occlusions. The method is probabilistic in
nature but has no assumptions about spatial and temporal
dependence.

3) Zero-One method: This is a method that combines the
agility of the particle filter framework with the simplicity
of a deterministic template [16]. It was recently used for
facial tracking in thermal infrared. Therefore, it demar-
cates progress in the particular domain and can demon-
strate the clear benefit of using more sophisticated tem-
plating to drive the particle filter loop.

The particle filter mechanisms of the Zero-One and the STM
methods featured identical parameterizations. For every subject,
all three trackers were tasked to track a selected facial tissue
(ROI) from the exact same initial frame.

A. Qualitative Results

In thermal facial imaging, there are two major factors that
affect the tracker’s performance: head motion and physiological
changes. The first factor alters the ROI location, while the second
factor affects the pixel values within the ROI. For this reason,
our dataset features subjects that exhibited large/small changes
in the position or/and the physiology of the ROI. Accordingly,
we split the dataset into three groups reflective of three distinct
operational scenarios.

1) Scenario 1: Subjects that exhibited large changes in posi-
tion and small changes in physiology.

2) Scenario 2: Subjects that exhibited small changes in po-
sition and large changes in physiology.

3) Scenario 3: Subjects that exhibited large changes both in
position and physiology.

Fig. 4 shows a panorama of all subjects in the dataset cat-
egorized per operational scenario. Two characteristic thermal
shots are shown for each subject with the STM tracker reliably
tracking a facial tissue of interest. This figure gives a visual
insight to the diversity of experimental circumstances that STM
can negotiate.

Fig. 5 shows comparative tracker performance for a case
representative of Scenario 3, where large positional and phys-
iological changes occur. The signals represent the evolution
of the translational and rotational errors of STM, OAM, and
zero-one regarding the tracking of subject’s D009IS nasal ROI.
STM performs flawlessly in terms of translational accuracy and
exhibits only small rotational errors in a short interval. OAM
exhibits moderate translational errors and large rotational errors
for extended periods of time. Zero-one maintains translational
accuracy but exhibits significant rotational inaccuracy. This fig-
ure gives a dynamic sense of tracker performance, associating
error numbers with visual impressions.
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Fig. 4. Panorama of characteristic thermal shots (two per subject) from 24 out of the 25 thermal clips in the dataset, categorized per operational scenario.
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Fig. 5. Evolution of translational and rotational tracking errors for STM, OAM, and zero-one for subject D009IS . Thermal snapshots are indexed to representative
points in the error signals to enable association with the nasal tracker’s (black box) position in the actual runs.

B. Quantitative Results

To quantify tracker performance, we need to compare the
tracker’s ROI with the ground-truth ROI throughout the time
line. In medical imaging, the ground-truth data are usually ob-
tained by manually segmenting the ROI in each frame. With
thousands of frames in the dataset, however, manual ground
truthing was not practical. For this reason, we adopted a dif-
ferent strategy. We used each of the three trackers to generate
tracking results. We examined the results and where each tracker
appeared to have failed, we manually repositioned the tracker
and reinitiated tracking from that point onward, to correct the
error. At the end, we formed ground-truth trackers as the means
of the individual corrected trackers.

Tracking performance correlates to the Euclidean distance
and angular difference between the ground-truth ROI and the
ROI that each of the three competing methods produces. The
smaller the Euclidean distance and angular difference are, the
better.

The 25 clips of the dataset when partitioned according to
Scenario 1, Scenario 2, and Scenario 3 provide 8, 9, and 8
clips, respectively. Fig. 6(a) shows a graphical representation of
the distribution of translational (Euclidean) errors per tracking
method and operational scenario. As the plot indicates, the STM
approach outperforms the other two template update strategies
in all scenarios. Both the OAM and Zero-One methods appear to
have particular difficulties with large combined positional and
physiological changes (Scenario 3). Fig. 6(b) shows a graph-
ical representation of the distribution of rotational errors per
tracking method and operational scenario. STM still outper-
forms the other two methods across the spectrum, but its rela-
tive error magnitude increased with respect to the translational
error.

To statistically verify these indications, a series of hypothe-
ses tests (at 0.05 level of significance) were performed to check
how the means of the translational and rotational error distri-
butions differ between methods for each of the scenarios in
the database. Let us denote by μT S , μT O , and μT Z the means
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Fig. 6. (a) Boxplots of the translational (Euclidean) error distributions per tracking method and operational scenario for all subjects. (b) Boxplots of the rotational
error distributions per tracking method and operational scenario for all subjects. (Scenario 1: large position and small physiology changes, Scenario 2: small
position and large physiology changes, Scenario 3: large position and large physiology changes).

of the translational error distributions for the STM, OAM, and
zero-one strategies, respectively. Accordingly, let us denote by
μRS , μRO , and μRZ the means of the rotational error distribu-
tions for the STM, OAM, and zero-one strategies, respectively.
The only instances where the tests fail to reject the null hy-
potheses are for subjects L02, L06, and L08, where the three
competing trackers appear to perform on par. In all other cases,
mean performance differs significantly among trackers, with
STM clearly outperforming the other two. Note that L02, L06,
and L08 are all sleep study cases, where tracking is not as
challenging as in stress study cases. Fig. 7 gives a graphi-
cal representation of the mean positional and rotational track-
ing errors per subject for the three competing tracking meth-
ods; it visually correlates with the outcome of the statistical
tests.

C. Benefit of Temporal Smoothing

To specify the beneficial effect of temporal smoothing, a sim-
ulation was run where a thermal nasal region was translated only
in the x-direction, while the y-direction and angle of rotation φ
were kept constant. The region featured semiperiodic fluctua-
tion in temperature akin to the effect of breathing. This region
was tracked first with a particle filter tracker driven by the clas-
sical Matte formula with spatial smoothing only. Then, it was
tracked with the same particle filter tracker but driven by STM,
i.e., the modified Matte formula with both spatial and temporal
smoothing. The trajectory results in Fig. 8 demonstrate the fault
oscillation introduced in the y and rotational dimensions by the
classical Matte method.

D. Sensitivity Analysis

In the Matte template strategy, the values of the nuisance pa-
rameters λ1 and λ2 (λ1 < λ2) determine the most stable and
unstable pixels in the current frame, which are used as seeds
[see (5)]. In this study, the following parameterization was
used: λ1 = 5 and λ2 = 20. Note that the temperature values
were normalized in the 0–255 range. An experiment was per-

TABLE I
MEAN TRANSLATIONAL ERROR FOR VARIOUS CHOICES OF (λ1 , λ2 )

formed to test the sensitivity of the STM method with respect to
the λ parameters. Specifically, a representative clip from each
of the three operational scenarios (Scenario 1: D011IS -nasal,
Scenario 2: D225IS -periorbital, and Scenario 3: D016IS -nasal)
was selected. The tracker of the STM template update method
was run on these clips multiple times, varying at each iteration
the values of λ1 and/or λ2 . Values for the tuple (λ1 , λ2) were
drawn from the sets λ1 ∈ {2,5,8} and λ2 ∈ {15,20,25}, pro-
viding nine different pairs. Thus, nine runs for every selected
subject were produced, each one providing an error distribution
of the Euclidean distance and rotational difference between the
tracked and ground-truth ROIs. Tables I and II give the mean
translational and rotational errors for each of the three
clips and every case of the (λ1 , λ2) parameter choices,
respectively.

The mean distance value of the tracker’s ROI from the ground-
truth position appears to be rather stable for a wide range of
parameter choices, indicating that the method is not very sensi-
tive. The sensitivity increases (and the performance deteriorates)
when the values for the λ parameters get close. In this case, the
method identifies many of the ROI pixels as seeds and starts
losing its probabilistic (smoothing) advantage. An example is
the case of the pair (8,15) in Table I that features the highest
mean errors in all selected subjects.
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Fig. 7. Mean translational and rotational errors per subject for each competing tracking method grouped by operational scenario. The STM method consistently
yields the smallest mean errors.

Fig. 8. Comparative nasal ROI trajectories (decomposed into the x, y, and φ dimensions) in a controlled simulation experiment. Light solid trajectories were
produced by a particle filter tracker operating on a legacy Matte with spatial smoothing only. Dark dotted trajectories were produced by a particle filter tracker
operating on a Matte with both spatial and temporal smoothing.

TABLE II
MEAN ROTATIONAL ERROR FOR VARIOUS CHOICES OF (λ1 , λ2 )

IV. CONCLUSION

This paper presents a new probabilistic template update
method that when drives a particle filter tracker is capable of pro-
ducing sophisticated tracking behavior in thermal facial imag-
ing. Specifically, the method can cope with both large positional
and physiological changes, something that other methods from
the thermal or visual domain fail to do. The power of the method
stems from the spatial and temporal smoothness components
of the template that capture well natural thermophysiological
characteristics. The new approach was tested on a dataset con-

sisting of 25 thermal clips, thousands of frames each, featuring
a variety of conditions that naturally occur in practice. The
method promises improved performance in a number of biomed-
ical applications, where unobtrusive physiological measure-
ments on the face are preferred (e.g., sleep and stress studies).

Note that in the case the subject’s head exhibits frequent
and significant out of plane rotation and movement, the result-
ing physiological signal will not be accurate as this is outside
the tracker’s operational scenario. Fortunately, for the targeted
applications, this is rarely the case. This is obvious for sleep
studies. It is also true for stress studies, where the subject stays
put, maintaining (by design) directional attention to the stimulus
or the interviewer.
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